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#### Abstract

A bidimensional investigation of the director field near defects normal to the symmetry plane in a nematic liquid crystal is here presented, based upon a new 'streamline' image processing of the data obtained by polarized light microscopy. With a visualization of vector field streamlines related to the actual director configuration, the disclination topological strength is revealed. The streamline visualization is also suitable for detecting smooth local variations of the director of field as functions of both space and time. Moreover, the orientation of the director field projection in the cell plane is determined with high sensitivity ( $\sim 2 \%$ ) and the possible presence of the out-of-plane escape of the director field is evaluated.


## 1. Introduction

An ordered medium can be regarded as a region described by a function assigning to every point an order parameter. Non-uniform media have an order parameter which varies continuously through the space except at isolated points, lines or surfaces, where the continuity is broken. These small definite regions of lower dimensionality are known as defects. Their consideration is involved in many fundamental physical systems: crystal dislocations, for instance, have a great influence on most physical properties [1]; thus they are an essential chapter in solid state physics. Point defects in semiconductors are also very important, due to their role in electrical and thermal transport [2].
Various approaches can be proposed for the study of defects. One is based on energetic considerations; it was the first to be introduced and is very important in relation to the existence and stability of defects in the crystals.
The deformation of liquid crystals (LCs) requires smaller energy than crystal distortion; as a consequence, defects are easily produced in LC samples. For instance, disclinations appear in the nematic phase, forming typical schlieren textures, which can be removed and destroyed by coalescence with a change of temperature. Such textures are fruitfully observed by optical microscopy: historically, it is from the optical investigation of defects that Friedel [3] deduced the symmetry of some liquid crystal phases.

[^0]The energetic approach is nevertheless also the starting point for defect investigations in liquid crystals. For these systems, a topological classification [4-7] of defects, can be given as well. However, this procedure is used much more in the field of superconducting and magnetic materials, and in the case of two dimensional systems, when the bidimensionality plays an essential role.

As far as nematic liquid crystals are concerned, the mathematical description of the actual director configuration around disclinations was given in the frame of the continuum theory by Oseen [8] and Frank [9]; later, the subject was treated in greater detail by Nehring and Saupe [10]. Cladis and Kleman [11] and Meyer [12] showed that the singularity at the origin of defects in these planar models can be avoided by a non-singular continuous structure of lower energy: the director orientation 'escapes' in the third dimension. Observations and calculations in the cylindrical geometry reveal the strong influence of elastic parameters on the director deformation, with the appearance of a bistable behaviour of the material [13, 14]. The study of defects in nematic liquid crystals is therefore an intriguing problem both for their theoretical implications [15-17] and for their experimental investigation [18, 19] , where the analysis of data obtained by optical microscopy using polarized light plays a fundamental role. New systems of data acquisition and image analysis, applied to microscopy, can greatly increase the sensitivity of observation, adding new skills for the identification of defects and textures [20,21]. However, the data obtained from the experimental observations and the theoretical elaborations, showing
the director field in the textures under consideration, need to be graphically represented.

In fact, a graphical representation method can be used for two complementary purposes: the first is to visualize carefully the shape and the features of a streamline pattern coherent with a given collection of defects; the second is to infer from a given pattern texture recorded by camera the types and the distribution of the defects actually present in the sample. The main goal of our work is to clarify these two points and to achieve a generally effective method of visualization.

Recently a new method of visualization for vector fields has been proposed by Cabral and Leedom in the framework of computer science [22]: such an approach was called LIC, linear integral convolution. This procedure generates beautiful spread pictures of the field streamlines, resembling natural iron filing pattern in magnetic fields; however, no information on the local gradient of the streamlines is provided. We propose a new method of visualization of the nematic liquid crystal director field, suitable for defect investigation, but also highly effective in the case of a very general vector field.

In this paper a new image processing of the data observed by polarized light microscopy in the orthoscopic mode is presented: the method determines a bidimensional vector field characterizing the defect, that is the director field projection in the cell plane, and allows an effective visualization of the whole field streamlines over all the image under investigation. By analysing this pattern around the defect, the parameters of the disclinations can be immediately obtained. In fact, the quantitative measurement of the director alignment with respect to the polarizer axis, that is of the azimuthal angle, can be made with high sensitivity (azimuth sensitivity $\sim 2 \%$ ). Furthermore, the director escape out of the cell plane can be evaluated, revealing whether or not a tilt angle is present.

## 2. Vector field description

In thin films sandwiched between two parallel glass plates, the macroscopic structure typical of the nematic phase (schlieren texture) can be observed between crossed polarizers (see figure 1). The black brushes originating from some points are due to 'line singularities', in our case perpendicular to the film, called disclinations. They are regions where the director is either parallel or perpendicular to the plane of polarization of the light incident on the sample. The position of those defect points is kept unchanged by turning the crossed polarizers with respect to the sample, whereas the brushes themselves rotate continuously. The sense of their rotation may be the same as that of the crossed polarizers (positive disclinations) or opposite (negative disclinations) [23].


Figure 1. Schlieren texture in a nematic 5CB cell viewed between crossed polarizers. The points originating the black brushes are due to line singularities perpendicular to the cell plane. Disclinations of strength $\pm 1$ are connected by brushes in the centre of the figure. The size of the figure is $200 \mu \mathrm{~m} \times 200 \mu \mathrm{~m}$.

The strength of a disclination, also called the topological charge, is defined by $s=$ (number of brushes)/4: generally, we can observe in the nematic phase disclinations characterized by $s=+1 / 2,-1 / 2,+1$ and - 1 . Unlike spin systems, disclinations of topological strength $\pm 1 / 2$ are possible and stable in the nematic phase. A couple of neighbouring disclinations connected by brushes are of opposite sign. Considering a planar configuration of the director field $\mathbf{n}$ in the $x y$-plane (the $z$-axis being normal to the cell plates), achieved by a strong in-plane anchoring with a degenerated azimuthal easy direction, and assuming elastic isotropy ( $K_{11}=K_{22}=K_{33}=K$ ), the cell free energy density $F$ is coincident with the bulk one, and in principle is given by:

$$
\begin{align*}
F= & \frac{1}{2} K_{11}(\nabla \mathbf{n})^{2}+\frac{1}{2} K_{22}(\mathbf{n} \nabla \times \mathbf{n})^{2} \\
& +\frac{1}{2} K_{33}(\mathbf{n} \times \nabla \times \mathbf{n})^{2} \tag{1}
\end{align*}
$$

but reduces to the simple form:

$$
\begin{equation*}
F=\frac{1}{2} K(\nabla \phi)^{2} \tag{2}
\end{equation*}
$$

calling $\phi$ the angle of the director field $\mathbf{n}$ with respect to the $x$-axis. Minimizing the free energy, the angle turns
out to be:

$$
\begin{equation*}
\phi=s \tan ^{-1}\left(\frac{y}{x}\right)+c \tag{3}
\end{equation*}
$$

where $c$ is an arbitrary constant, depending on the choice of the $x$-axis. The corresponding unit vector field is given by:

$$
\begin{equation*}
n_{x}=\cos \phi \quad n_{y}=\sin \phi \quad n_{z}=0 \tag{4}
\end{equation*}
$$

For $|s|=1$ defects, the singularity produced by the bidimensional model can be avoided by a non-singular continuous structure of lower energy where the director orientation escapes towards the $z$-dimension, then involving bend and splay. The component $n_{z}$ is now different from zero, and so the problem is no longer bidimensional.

Regions where the orientation of the molecules changes abruptly can also be observed. These regions are indicated as inversion walls; they appear in nematic cells that are not too thin and have a surface treatment favouring planar alignment. Surface tilt and bulk inversion walls are bound to $|s|=1 / 2$ lines [24].

In figure 2 the director field is shown in planar configuration around the defect points $s=1, s=-1$ respectively, with $c=0$ in both cases, see equation (3). In the figure we have introduced the angle $\Phi$, formed by the director field with the polarizer axis; this angle will be used in the image processing analysis performed in this paper.





Figure 2. Local behaviour of the director of field for disclinations of strength +1 and -1 (upper part) and $+1 / 2$ and $-1 / 2$ (lower part). In the reference frame given by the crossed polarizer P and analyser A axis, the director is forming the angles $\Phi, \phi$ respectively. Turning clockwise around the centre of the defect, $\Phi$ increases for positive defects and decreases for negative defects.

The gradient of $\Phi$ will be a vector field $\nabla \Phi$ turning clockwise around a defect with $s=1$ and counterclockwise for $s=-1$, as can be easily seen from figure 2, moving along a circular path around the defect centre. Following this path clockwise, we realize that $\Phi$ is increasing for $s=+1$ and decreasing for $s=-1$. The same situation is shown by the defect of strength $+1 / 2$ (clockwise) and - $1 / 2$ (counterclockwise), as demonstrated in the lower part of figure 2 . Note that $\nabla \Phi(x, y)$ is a local vector normal to the $\mathbf{n}$-profile: in general $\nabla \Phi(x, y)$ is not normal to the radial straight line connecting the defect with the point $\mathrm{P}(x, y)$.

The problem we want to solve here is the determination of the defect local strength and the azimuth $\Phi$, by processing of the image obtained by microscopy observation of the region containing the defect. But before going into the details of the defect analysis, it is necessary to introduce the vector field representation which we have used for drawing the director $\mathbf{n}$ and the azimuth gradient field $\nabla \Phi$. Such a representation turns out to be essential for the determination of the sign of the defect strength.

## 3. Modelling the vector field

Starting from a given distribution of defects, the first step is to calculate the vector field. The second step is to give a useful visualization of its streamline pattern. For instance, if we consider only one defect point with strength $\pm 1$, the director field can be easily calculated in the frame of the continuum theory, and the representation of the relevant streamlines can be obtained with common graphic software, giving a set of vectors on a convenient grid, as in figure 2.

Recently, Cabral and Leedom proposed a method called LIC (line integral convolution) for producing images and animations of field streamlines [22]. The LIC algorithm assumes as input data the vector field lying on a two dimensional Cartesian grid and a white noise map with the same size of grid. The white noise texture is a two dimensional image, each of its pixels possessing a grey tone, ranging from 0 to 255 ; the grey tones are randomly distributed in the image frame. The LIC produces as output image the input white noise map, which has been 'locally blurred' according to the vector field considered. In this way, a one-to-one correspondence is established between the grid cells in the vector field region and the pixels belonging to the input texture. As a consequence, the grey tone of an output pixel is obtained with a weighted average of the pixels of the white noise image along the local streamline of the vector field starting at the pixel $(x, y)$ under consideration. The streamline allows us to identify a set of pixels on the input texture; then, the weighted average producing the output pixel intensity is determined by the 1D convolution [25]
of a filter kernel applied to the intensity of the pixels of the input texture along the local streamline, according to the formula:

$$
\begin{equation*}
P_{\text {out }}(x, y)=\sum_{p \in \tau} P_{\text {in }}(p) h(p) \tag{5}
\end{equation*}
$$

where $p$ is the identification number of the arbitrary cell of the grid, $\tau$ is the set of cells along the local streamline within a set distance $\pm l / 2$ from the starting point $(x, y)$, $l$ being the length where the convolution kernel $h(p)$ is


Figure 3. A 2D vector field showing the local streamline starting at the grid cell $(x, y)$. The length set for the filter is 13 and the cells involved by the filter in the calculation are indicated by the broken lines.

different from zero, conveniently chosen according to the imposed resolution, and $P_{i n}(p)$ is the pixel intensity of the input texture at the $p$-cell. Note that the convolution kernel $h(p)$ may be a simple rectangular filter with unit height and base $l$ [22]. Let us stress that for other reasons the computation of the streamline actually can stop, i.e. when it is not possible to find a further next grid cell since either: (i) the streamline crosses the boundary of the region where the vector field is defined, or (ii) the magnitude of the field along the next grid cell vanishes.

An example of local streamline is shown in figure 3, where a vector field representing a bidimensional vortex is depicted. The streamline starts at the centre of the grid cell $(x, y)$ and moves towards the 'positive' and 'negative' senses for a total length $l$ (centred in the starting point: a path $l / 2$ is described in both senses). The LIC application is shown in figure 4 ; where (a) represents the white noise texture (input image), and (b) shows the result of the LIC algorithm application (output image).

The LIC algorithm can be effectively employed in a large spectrum of topics [26], since it can be extended to visualize 3D flows [27-29]. Figure 5 shows the LIC representation of the director field around a couple of disclinations ( $s= \pm 1$ ); the visualization sensitivity of the vector field is deeply enhanced by the operation of blurring.

Although the LIC algorithm allows an easy and fast representation of an arbitrary vector field, it is affected by two drawbacks: (i) it does not provide any information about the sense of the local orientation; (ii) it does not provide any direct information on the possible intensity variation of the vector field.

Figure 4. White noise texture in (a) and the result of the LIC algorithm in $(b)$ obtained by means of the vortex field of figure 3 applied to the noise texture.


Figure 5. Application of the linear integral convolution(LIC) to the visualization of the director field in liquid crystals: field around a couple of disclinations of strength $\pm 1$.

The sense of flow orientation could in principle be shown through animation; unfortunately, there are cases where a few still images are available. In order to solve these problems the advance software OLIC (Oriented LIC) was developed [30]. There are two main differences between LIC and OLIC: (i) LIC uses continuous noise textures, whereas OLIC utilizes only sparse textures; (ii) the convolution kernal in OLIC is asymmetric (ramp-like), instead of being a simple rectangular function. With an OLIC-like method a starting average grey tone is arbitrarily chosen and its intensity is varied
linearly along the streamline according to the convolution filter. An example utilizing sparse textures and varying grey tone along the streamline (similar to OLIC) is shown in figure $6(a)$. There, a vortex with clockwise orientation is visualized, making the assumption that the local field is directed from the dark grey towards the white tone. Moreover, an enhanced version of OLIC, optimized with respect to the computing speed (FROLIC, Fast Rendering OLIC) was later developed [31]. Both procedures provide the sense of the local streamline orientation, but intrinsically give diffused information losses, due to the use of sparse textures.

A new approach [32] is presented in this paper, the application of which to the vortex is shown in figure $6(b)$. It overcomes the drawback of the LIC algorithm, which does not allow the identification of the flow sense, and the drawback of OLIC (FROLIC), which essentially produces information losses.

According to the method, the local streamline with arbitrary length $l$ is computed for each grid cell of the vector field region. A first subset of the grid cells, chosen on the region of the vector field according to Sobol's distribution [33], is considered, such as that where the corresponding streamlines are centred on each cell belonging to this subset. Instead of computing a 1D convolution, the following procedure is performed to obtain the output texture. To the first pixel of these streamlines, a grey tone, chosen once for all the grid cells in a pseudo-random way, is assigned; the grey tone is then assumed to change along the streamline with an increasing rate proportional to the local amplitude of the vector field in the considered cell. This means that

a

b

Figure 6. The 2D vortex elaborated using sparse textures and varying grey tones along the streamlines (OLIC-like representation) is shown in $(a)$. The same 2D vortex elaborated in $(b)$ using dense and oriented streamlines, with the new procedure described in the text. The vortex is turning clockwise, assuming that the flow is going from the dark grey to white.
if the field is given by a unit vector (for instance, a nematic liquid crystal director), the grey tone just increases linearly.

Subsequently, the grid cells not belonging to the Sobol's distribution are treated in sequence, with the same previously stated procedure to assign grey tone values. In the case that two streamlines 'intersect', that is, if the cell pitch is too large for describing regions where the streamline concentration is high, the grey tone of the pixel in the output texture corresponding to the 'intersection' point is computed once when the first streamline is considered.
Figure 6(b) shows the vortex treated by our method; the orientation is evident and no loss of detail occurs. In figure 7 the streamline representation with an OLIClike method and with our method are compared, taking into account a region around a topological dipole ( $\pm 1$ disclination). Of course, in the presence of only one defect the definition of one orientation sense for the nematic director lines is without importance, due to the nematic symmetry $(\mathbf{n}=-\mathbf{n})$. But, if there are just two defects, the choice of a correlated orientation sense is very important, since it can discriminate between two dual patterns; in this case, it is possible to change from one configuration to the other only via an alignment transition [34].

## 4. Matching the experiment

Let us consider a nematic liquid crystal layer with planar configuration independent of the third coordinate $z$ along the layer thickness. We deal with microscopic observation through crossed polarizers. Concerning the determination of the azimuth $\Phi$ of the director with
a

respect to the polarizer axis, we follow the Born and Wolf [35] analysis for the calculation of the optic axis by means of the interference with crystal plates. Let us briefly summarize the method. A beam of linearly polarized light is normally incident on a sample consisting of a slab of thickness $h$ : for instance, a nematic layer with director $\mathbf{n}(x, y)$ independent of $z$. On entering the slab, the beam is divided into two beams, with different ordinary and extraordinary propagation speeds, and with displacement electric vectors $\mathbf{D}$ vibrating in two mutually orthogonal directions normal to the propagation vector, i.e. parallel to the slab. They emerge from the slab with a certain phase difference $\delta$. If the analyser is placed beyond the slab, then interference fringes of the beam components along the analyser polarization plane are observed. In the case of a planar nematic configuration, the optical axis lies in the plane of the layer plates and one beam is characterized by $\mathbf{D}$ vibrating in the direction of the optical axis; the other will have $\mathbf{D}$ perpendicular with respect to the previous beam.

In figure 8 , the plane of the figure is parallel to the plate, that is to the cell walls. $\mathbf{D}^{\prime}$ and $\mathbf{D}^{\prime \prime}$ represent the two mutually orthogonal displacement vectors of the refracted beams, and OP and OA are the polarization directions of the polarizer and analyser, respectively. Generally the polarizers are not crossed, but form an angle $\chi$. $\mathbf{D}^{\prime}$ and $\mathbf{D}^{\prime \prime}$ are either relevant to the ordinary $\mathbf{D}^{\prime \prime}=\mathbf{D}_{\text {o }}$ and to the extraordinary $\mathbf{D}^{\prime \prime}=\mathbf{D}_{\mathrm{e}}$ beams, or vice versa; in the present analysis the two possibilities are indistinguishable. $\Phi(x, y)$ is the angle formed by the polarizer axis with $\mathbf{D}^{\prime}$. The general intensity $I(x, y)$ of the light outgoing from the cell is dependent not only

b

Figure 7. OLIC representation in (a) compared with the streamline representation (b) introduced in the present paper for a $\pm 1$ couple of disclinations. The streamline representation, due to the high density of the lines, avoids information losses.


Figure 8. Reference frame constituted by the two vibration directions of the displacement electric fields $\mathbf{D}^{\prime}, \mathbf{D}^{\prime \prime}$ in the birefringent material. P and A are the directions of the polarizer and analyser axes, forming the angle $\chi . \Phi$ is the angle between the polarizer and one of the directions of the $\mathbf{D}$-field.
on $\Phi$ and $\delta$ but also on $\chi$ :

$$
\begin{equation*}
I(x, y)=I_{\mathrm{o}}\left[\cos ^{2} \chi-\sin 2 \Phi \sin 2(\Phi-\chi) \sin ^{2}(\delta / 2)\right] \tag{6}
\end{equation*}
$$

where $I_{\mathrm{o}}$, constant for the whole cell, is the intensity of the incident light (if the reflected beam is negligible) and $\delta$ is the phase shift, which is given by:

$$
\begin{equation*}
\delta=\frac{2 \pi}{\lambda}\left(n-n_{\mathrm{o}}\right) h \tag{7}
\end{equation*}
$$

where $n_{\circ}$ is the ordinary and $n$ is the effective refractive index, dependent on the tilt angle $\theta$, which is the angle between $\mathbf{n}$ and the $z$-axis and $\lambda$ is the light wavelength. In the case of the light transmitted by parallel polarizers, that is $\chi=0$, the intensity is given by:

$$
\begin{equation*}
I_{\|}(x, y)=I_{\mathrm{o}}\left[1-\sin ^{2} 2 \Phi \sin ^{2}(\delta / 2)\right] \tag{8}
\end{equation*}
$$

In the case of the light transmitted by orthogonal polarizes, that is $\chi=\pi / 2$ :

$$
\begin{equation*}
I_{\perp}(x, y)=I_{\mathrm{o}} \sin ^{2} 2 \Phi \sin ^{2}(\delta / 2) \tag{9}
\end{equation*}
$$

Then:

$$
\begin{equation*}
I_{\mathrm{o}}=I_{\|}+I_{\perp} \tag{10}
\end{equation*}
$$

which is Malus's law. Hence the local azimuth $\Phi$ is given by:

$$
\begin{equation*}
\Phi(x, y)=\frac{1}{2} \tan ^{-1}\left[\frac{I_{\perp} \sin 2 \chi}{I-\left(I_{\mathrm{o}}\right) \cos ^{2} \chi+I_{\perp} \cos 2 \chi}\right] . \tag{11}
\end{equation*}
$$

Note that for better elaboration of the optical data the local 'point' $\mathrm{P}(x, y)$ is considered as an average of a set of neighbouring pixels corresponding to $\lambda / 2$. Equation (11) is valid for a distortion independent of $z$; however, a more complex analysis is necessary for a configuration involving a tilt angle dependent on $z$ [36]. Equation (11) may nevertheless be used if an effective orientation, averaged on the cell thickness is assumed; $\Phi$ is then the effective angle formed by the projection of the director $\mathbf{n}$ on the cell plane.

To obtain $\Phi$, in the simplest possible approach, three images giving $I, I_{\|}, I_{\perp}$ of the liquid crystal cell are necessary. The cell was a common sandwich type, with a gap of $23 \mu \mathrm{~m}$ ensured by mylar spacers. The inner surfaces of the cell glass plates were simply rubbed in order to favour a unidirectional planar alignment in one privileged direction. The nematic liquid crystal, 5CB, was introduced into the cell by capillarity in the isotropic phase. All the measurements were performed at room temperature. The optical investigation was carried out using a Leitz polarizing microscope. A JVC color CCD camera with fixed shutter was used for recording the observations and a frame grabber was used to digitize the images. An interference filter produced monochromatic (green) light with wavelength 546 nm .

The defects we analyse are shown in figure 9. The figure shows the images of defects $s= \pm 1$ with parallel polarizers $\left(I_{\|}\right)$, with polarizer and analyser forming $40^{\circ}$


Figure 9. Three images are necessary for the defect investigation: the images show the central part in figure 1 and are obtained with parallel polarizers, with polarizer and analyser forming $40^{\circ}$ and for crossed polarizers (from left to right). In the measurement, the cell remains in a fixed position, only the analyser being turned. Each image size is $100 \mu \mathrm{~m} \times 100 \mu \mathrm{~m}$.
( $I$ ) and for crossed polarizers $\left(I_{\perp}\right)$. The three images are converted into three corresponding bitmap files, in which to each pixel of the image there corresponds a grey tone (ranging from 0 to 255 ) proportional to the intensity of the light. Let us note that the data must be corrected by the background field obtained by recording the signal of the camera with crossed polarizers and without the


Figure 10. The field $\nabla \Phi$ of the disclinations of figure 9 viewed by the streamline image processing proposed in this paper: let us note the rolling of the field clockwise and counterclockwise around positive and negative strength disclinations. Points with different charges are connected by the streamlines.

a
liquid crystal cell. Calculating the angle $\Phi$ according to equation (11), it is possible to see immediately the sign of the defect strength by means of the visualization of $\nabla \Phi$ as discussed in $\S 2$. The elaboration of the experimental data made by means of the visualization procedure discussed in $\S 3$, is shown in figure 10 , where we can see immediately whether $\nabla \Phi$ is clockwise or counterclockwise, that is of +1 or -1 strength, by the turning streamlines. The regions where the angle $\Phi$ is constant and then $\nabla \Phi=0$ turn out to be hairy (or entangled without apparent order).

It is also possible to check the behaviour of the director field projection, coming directly from the value of the angle $\Phi$, and to produce an image visualizing this field from experimental data, without simulating it by means of any theoretical models.

Let us stress that the proposed method of analysis allows us to characterize the distortion features without turning the sample: it is only necessary to turn the analyser with respect to the polarizer.

To check the procedure, let us analyse in much more detail the field around the defects, zooming in on a positive and a negative defect. Starting from the positive defect, let us show the gradient field $\nabla \Phi$ and the director field projection, in figure $11(a)$ and $11(b)$, respectively. The frame of each figure is subdivided into four regions. In two of these regions marked A and $\mathrm{A}^{\prime}$ in figure $11(b)$, it is possible to recognize the same behaviour of the director field for the disclination of strength +1 , shown in figure 2 ; whereas in the other two, marked B and $\mathrm{B}^{\prime}$,

b

Figure 11. Details of the $\nabla \Phi$ field (a) and of the projection of the director field in the cell plane (b), around the positive disclination in figure 10. Concerning the projection of the director field, the region around the defect is subdivided into four parts: the typical radial behaviour of the field (shown in figure 2) is easily recognizable in two of the regions ( $\mathrm{AA}^{\prime}$ ). In the other two ( $B, B^{\prime}$ ), the calculation shows the streamlines of the perpendicular to the $n$-projection. The size of each image is $40 \mu \mathrm{~m} \times 40 \mu \mathrm{~m}$.
the calculations of $\Phi$ by equation (11) exhibit the perpendicular behaviour to the projection of the director field. This is the limit of our approach-the inability to distinguish the direction $\mathbf{D}^{\prime}$ from $\mathbf{D}^{\prime \prime}$.
The pattern shown in figure $11(b)$, composed of two regions with radial streamlines and two with circular ones, is typical of defects with strength $s=+1$. In figure 11 we have used for both fields our streamline representation. In fact it is strictly necessary only for the $\nabla \Phi$ field, and not for the projection of the director field,


Figure 12. Polar axis and polar angle $\Omega$ used for the analysis of the behaviour of the angle $\Phi$.
but it proves to be much more effective for the visualization in comparison with LIC and OLIC: the orientation of the streamlines helps the observer to follow the pattern in the image. Let us stress that in figures $11(a)$ and 11 (b), elaborations of experimental data are presented, independently of any particular modelling of the director field near the defect.

To investigate the quantitative behaviour of the angle $\Phi$, let us fix a polar axis parallel to the horizontal direction of the image (see figure 12), with the origin in the defect and oriented towards the right. A polar angle $\Omega$ is introduced: turning $\Omega$ through an angle $2 \pi$, performing in this way a circular clockwise path with a fixed radius around the centre of the defect, the angle $\Phi$ obtained by the experimental investigation is calculated. The result of the elaboration is shown in figure 13, for a radius of $15 \mu \mathrm{~m}$ : the angle is growing in each of the four regions $\mathrm{A}, \mathrm{A}^{\prime}, \mathrm{B}$ and $\mathrm{B}^{\prime}$ with a value of the angle $\Phi$ obtained by equation (11) included in the range from 0 to $\pi / 2$.

As previously said, this limitation provides different directions of the in-plane n-projection field in the $\mathrm{AA}^{\prime}$ and the $\mathrm{BB}^{\prime}$ regions. In figure 14 , the same results as figure 13 are reported, corrected with the $\pi / 2$ multiples.

Figure 13. Angle $\Phi$ (in radians) around the defect of +1 strength shown in figure 11 as a function of the polar angle $\Omega$ (in radians) for a circular clockwise path of radius $15 \mu \mathrm{~m}$ around the defect. $\mathrm{A}, \mathrm{A}^{\prime}$ and $\mathrm{B}, \mathrm{B}^{\prime}$ mark the regions shown in figure $11(b)$.

Figure 14. The same as in figure 13, with the value of the angle $\Phi$ (in rad) corrected by the $\pi / 2$ multiples. Following a circular pattern around the defect, the non-perfect radiality of the projection of the director field produces discontinuities in the angle $\Phi$.



Since the projection field is not perfectly radial, discontinuities in the angle $\Phi$ can be observed in figure 14: they are artifacts, due to the necessity of following a circular path around the defect.


Figure 15. Behaviour of the angle $\Phi$ (in radians) and of the parameter $S=\sin ^{2}(\delta / 2)$ as a function of the radial distance $r$ from the defect (microns), for a fixed polar angle $\Omega\left(\Omega=60^{\circ}\right)$. Note that the parameter $S$ depends on the difference between the ordinary refractive index $n_{\text {o }}$ and the effective refractive index $n$, which is tilt dependent.

After choosing a particular radial direction, far from those subjected to the discontinuities, it is possible to investigate the azimuth $\Phi$ as a function of the radial distance $r$ from the defect. Moreover, as one can see from equation (9), when the angle is obtained, the parameter

$$
\begin{equation*}
S=\sin ^{2}(\delta / 2) \tag{12}
\end{equation*}
$$

can be calculated. Let us remember that $\delta$ is dependent on the difference between the ordinary and the effective refractive indices. The effective refractive index $n$ is dependent on the tilt angle $\theta$ of the director field, the ordinary index $n_{\circ}$ remaining unchanged. According to experimental data [37] for refractive indexes $n_{\mathrm{o}}$ and $n_{\mathrm{e}}$ of $5 \mathrm{CB}, S$ turns out to be 0.939 , if the nematic possesses a planar configuration. In figure $15, \Phi$ and $S$ are reported as a function of $r$ for $\Omega=60^{\circ}: S$ reveals that a tilt is present and is not negligible for $r$ less than $12 \mu \mathrm{~m}$.

At the same time, the azimuth $\Phi$ goes at the origin to a value of $0.65-0.7 \mathrm{rad}$, corresponding to $38-40^{\circ}$ : this it is not surprising, if we suppose that in the central part of the defect the molecules of the nematic are perpendicular to the cell plane. In this case the liquid crystal behaves like an isotropic system, and the calculation of $\Phi$ gives the angle $\chi$ between polarizer and analyser.

In figure 16 the $\nabla \Phi$ and $\Phi$ profiles of the upper negative disclination are investigated; also in this case, the director field that is represented in the two regions $\mathrm{A}, \mathrm{A}^{\prime}$ of the image corresponds to the theoretical $\mathbf{n}$-lines shown in figure 2 . In the other two regions $B, B^{\prime}$, there


Figure 16. Details of the $\nabla \Phi$ field (a) and of the projection of the director field in the cell plane (b), around the upper negative disclination of figure 10. As in the case of the positive defect, the region around the defect is subdivided into four parts: the typical behaviour of the field around an $s=-1$ defect (shown in figure 2) is easily recognizable in two of the regions ( $\mathrm{AA}^{\prime}$ ). In the other two ( $\mathrm{B}, \mathrm{B}^{\prime}$ ), the calculation makes evident the distribution of the streamlines perpendicular to the $\mathbf{n}$-projection. The size of each image is $40 \mu \mathrm{~m} \times 40 \mu \mathrm{~m}$.


Figure 17. Disclinations of $\pm 1 / 2$ strength viewed between crossed polarizers in (a) and the elaboration of the $\nabla \Phi$ field (b), showing the sign of the topological charges. The size is $80 \mu \mathrm{~m} \times 80 \mu \mathrm{~m}$.
is simply shown the perpendicular to the projection of the director field. The pattern shown in these four regions is typical of defects with strength $s=-1$ and different from that of the defects with $s=+1$ : the different patterns of the projection field around the defect then correspond to defects with different strength.
Let us now discuss the behaviour of the projection of the director field near the defects of strength $1 / 2$. Figure 17(a) shows $\pm 1 / 2$ defects between crossed polarizers; figure $17(b)$ however is the elaboration of $\nabla \Phi$, by means of our visualization procedure, that shows the positive (on the right) and the negative (on the left) defect. In the case of the $+1 / 2$ disclination, let us analyse the behaviour of the angle $\Phi$ and of the parameter $S$ as functions of the radial distance $r$ from the positive defect. We can see from figure 18 that no essential variation of $S$ is present on approaching the defect, confirming the absence of axial escape for a defect of $1 / 2$ strength [6].
Comments must be made about the accuracy and the sensitivity in the evaluation of the angle $\Phi$ by means of the image processing. In fact, the accuracy of the measurement lies in the recording of the images coming from the CCD camera and from the data digitization. After subtraction of the background field, the histogram of each image must be checked to see if this procedure reaches a cut-off in the pixel distribution [25]. Only in the negative case are the images reliable and able to be properly analysed.
To determine the sensitivity of the method, we evaluated the mean value $\Phi_{\mathrm{m}}$ of the angle $\Phi$ over single squares of the image, centred in each pixel of the image frame, with size coincident with one half of the wavelength. Subsequently, the absolute value of the deviation


Figure 18. Behaviour of the angle $\Phi$ (in radians) and of the parameter $S=\sin ^{2}(\delta / 2)$ as a function of the radial distance $r$ from the $+1 / 2$ defect (microns), for a fixed polar angle $\Omega\left(\Omega=90^{\circ}\right)$. No essential variation of $S$ is present on approaching the defect.
$\Delta \Phi$ from the average $\Phi_{\mathrm{m}}$ in each square was computed. After analysing all the image pixels we assumed the biggest value of the ratio $|\Delta \Phi| / \Phi_{\mathrm{m}}$ as the sensitivity of the measurement, choosing the less favourable event. The estimate of the sensitivity proves to be about $2 \%$. In the calculation, we neglected pixels having the corresponding square crossing a discontinuity of the azimuth $\Phi$.

## 5. Conclusion and remarks

A new graphical representation method is proposed in this paper: it has been essentially used to infer from a given pattern texture recorded by a camera the types and the distribution of the defects actually present in a nematic sample. However, it can be generally used to visualize the shape and features of the director configuration. Good visualization means not only the correct representation, but also indications able to give a synthesis and to suggest the physical properties of the configuration considered.

In fact, we needed to introduce a new vector field visualization, the streamline one, not only to describe the local behaviour of the field, but also to demonstrate the global feature of the director profile, indicating directly the topological charge of the possible defects.

Moreover, the new analysis of the data obtained by optical microscopy shows graphically the distribution of the local angle gradient $\nabla \Phi$ and allows the determination, with high sensitivity, of the azimuth $\Phi$, i.e. of the angle formed by the projection of the director with the polarizer axis. Axial escape is also revealed in the case of disclinations of strength equal to $\pm 1$, and is found to be negligible for disclinations equal to $\pm 1 / 2$.
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